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I .  Introductlon 
Spectroscopy is capable of yielding a wealth of in- 

formation, not only about the energy levels of a mole- 
cule over a wide wavelength region, hut also about 
molecular structure and the nature of the bonding. For 
example, the moments of inertia can he deduced from 
a rotational analysis, thereby yielding accurate bond . .~ :; lengths. Both electronic and vibrational spectroscopy 
give considerable insight into the bonding and how it 

i 
: I 

degree i n  1968 

, changes with molecular environment. Since every band 
system of a molecule is unique, it provides an excellent 
fingerprint for molecular systems, thereby making 
spectroscopy a particularly important means of study- 
ing molecules in interstellar space. 

Can be very 
difficult to assign, even when the identity of the mo- 
leCUlar Species is Certain, often because of the com- 
plexity resulting from a very high density of states. 
While high-resolution spectroscopy is capable of yield- 
ing spectroscopic constants for diatomic molecules of 
far greater accuracy than even the best ah initio cal- 
culations, theory is sufficiently accurate to complement 
experiment and to yield considerable insight into the 
nature Of the 'Onding. Improvements in the accuracy 
of theoretical calculations have come not only from 
advances in theoretical methods and computer hard- 
ware, hut from a greater understanding of the accuracy 
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of ab initio ~i~~~ the rapid improvement in 
ah initio methods over the last few years, it 
timely to review the current state-of-the-art computa- 
tional approaches to solving spectroscopic problems. 

The area of spectroscopy is far too large to cover 
every aspect Or to give a comprehensive survey of the 
literature. this review we focus primarily on radiative 

Unfortunately an experimental 
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dramatically improved with the inclusion of correlation 
even at  the lowest levels of theory. A method that has 
proved to be quite useful is Mslle~Plesset second-order 
(MP2) perturbation t h e ~ r y . ~  An advantage of this 
method is that it is possible to economically implement 
the analytic evaluation of the second derivatives! which 
are needed to determine the force field for molecular 
systems. The singles and doubles configuration-in- 
teraction (SDCI) approach has also been applied to this 
class of problems. However, better accuracy is generally 
achieved by using a method that is a t  least approxi- 
mately size extensive. These include the coupled-cluster 
(CC)g and the coupled-pair functional (CPF)l0 (and its 
modified form MCPF") approaches. The CC approach 
also has the advantage that the effect of triple excita- 
tionsl2J3 can be estimated from perturbation theory. An 
advantage of the CPF or MCPF methods is that the 
dipole moment can be determined as an expectation 
value at  virtually no additional computational expense. 

Degenercies that can dramatically reduce the accu- 
racy of single-reference-based approaches can be easily 
accounted for by using the complete active space self- 
consistent field (CASSCF) procedure. Such degenera- 
cies may arise, for example, when the bond lengths or 
angles are displaced greatly. More extensive Correlation 
can subsequently be added by using a multireference 
configuration-interaction (MRCI) approach. As long 
as the most important correlation effects are included 
in the CASSCF active space, the CASSCF/MRCI ap- 
proach is capable of describing the entire surface 
equally well. Thus CASSCF/MRCI based approaches 
are often optimal when highly vibrationally excited 
levels of a molecule are investigated. 

To characterize spectroscopic transitions between 
Born-Oppenheimer surfaces requires the calculation of 
the electronic transition moment function (TMF) for 
all relevant geometries. This is complicated by the fact 
that two electronic states are involved. Thus one must 
either deal with two different sets of molecular orbitals 
or use a common set for both states. An excellent 
method of determining a compromise set of orbitals is 
the state-averaged (SA) CASSCF approach, which al- 
lows the optimization of the orbitals for the average 
energy of two (or more) states. In this way all states 
are treated approximately equally. 

Recent ad~ances '~J~  in the CASSCF procedure have 
dramatically expanded the size of the systems that can 
be treated and how much correlation can be accounted 
for in the CASSCF procedure, or its restricted 
(RASSCF) version.16 The accuracy of the CASSCF 
approach can be further improved by using different 
orbitals for each state of interest. For many systems 
this gives accurate spectroscopic properties without the 
inclusion of more extensive correlation through a sub- 
sequent MRCI calculation. It should be noted that 
despite the use of nonorthogonal orbitals, the transition 
moments can be computed very efficiently for CASSCF 
wave  function^.'^ Thus this approach offers an alter- 
native to the SA-CASSCF/MRCI approach. 

To obtain very accurate TMFs or potential energy 
curves, it is necessary to include a substantial fraction 
of the nondynamical (external) correlation. The 
CASSCF/MRCI method has been shown to reproduce 
the FCI results very closely for a wide range of spec- 
troscopic problems.6 The accuracy of this level of 

transitions, but nonradiative processes can also be im- 
portant in determining the lifetimes. See, for example, 
the study of the lifetime of the b4Z; state of 02+ by 
Marian et al.,l where the computed predissociation rate 
is in good agreement with that extracted from experi- 
ment. Radiationless transitions can also occur as a 
result of nonadiabatic processes such as curve crossings. 
To determine whether the adiabatic or diabatic repre- 
sentation is preferable requires knowledge of the non- 
adiabatic coupling matrix elements (NACMEs). Re- 
cently Lengsfield, Saxe, and Yarkony2a have developed 
an efficient method for evaluating the NACMEs based 
on state-averaged multiconfiguration self-consistent- 
field (MCSCF) functions and analytic derivative 
methods. Therefore it is currently possible to handle 
the most important nonradiative processes when these 
are the dominant decay channels. In this review we give 
several examples of the application of ab initio calcu- 
lations to rotational, vibrational, and electronic spec- 
troscopy. In section I1 we discuss the computational 
methods used. In sections 111, IV, and V we give ex- 
amples of rotational, vibrational, and electronic spec- 
troscopy, respectively. Section VI contains our con- 
clusions. 

I I .  Computatlonal Methods 

Our main goal is to illustrate the level of accuracy 
currently achievable with ab initio methods. We discuss 
the level of theory required to solve different types of 
spectroscopic problems. However, it is not our goal to 
summarize all computational methods currently in use, 
as this has been the subject of other r e v i e ~ s . ~  In this 
section we give an overview of the methods that are 
used in determining the electronic energy and wave 
function. The methods for the calculation of vibrational 
levels, lifetimes, and construction of spectra are deferred 
to subsequent sections. 

In the molecular orbital picture, the Schrodinger 
equation is solved approximately in the Born-Oppen- 
heimer approximation by using a double basis set ex- 
pansion. The accuracy of calculations is determined by 
the approximations used in selecting the one-particle 
(the orbital basis set) and n-particle (correlation 
treatment) basis sets. Full configuration-interaction 
(FCI) benchmark calculations have shown that the 
computational requirements for obtaining accurate re- 
sulB depend greatly on the specific system and property 
of interest. This is described in detail in ref 5. 

An important recent methodological advancement is 
the atomic natural orbital (ANO) approachs of con- 
tracting one-particle basis sets. It is particularly useful 
in benchmark calculations, because it offers a system- 
atic means of expanding the one-particle basis set, and 
thereby demonstrating convergence of a property. 
However, very large segmented basis sets are also ca- 
pable of yielding accurate results. Some discussion of 
one-particle basis sets is included in specific examples 
below. 

In both rotational and vibrational spectroscopy the 
ground-state energy and dipole moment for geometries 
near equilibrium are the quantities that are needed to 
characterize transitions between the lowest levels. Near 
equilibrium many molecules are well described by a 
single configuration, and qualitative information can 
be obtained at  the SCF level. The accuracy can be 
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theory can be further improved in many cases by using 
the averaged CPF (ACPF) method,18 which is a mul- 
tireference analogue of the CPF approach, to account 
for higher excitations. Experience has shown that only 
the configurations with the largest coefficients in the 
CASSCF wave function need to be included in the 
MRCI reference space. A threshold of 0.05 in the ref- 
erence selection process is usually sufficient to repro- 
duce the full CAS-ref (i.e. no reference selection) results. 

C1 expansions of several million can easily be handled 
by using the direct CI approach on current computer 
hardware. This means that very large basis sets and 
relatively small (0.01-0.05) reference thresholds can be 
routinely used for small molecules. However, the CI 
expansions still become intractably long for many 
problems, especially when several roots of the Hamil- 
tonian matrix are desired. For example, in many 
transition-metal compounds, the density of states is so 
large that to characterize transitions in the visible region 
often involves obtaining several roots of a given sym- 
metry. Reducing the size of the one-particle basis set 
or increasing the selection threshold to reduce the 
length of the CI expansion can significantly reduce the 
accuracy of the calculations. An alternative is to select 
individual configurations based on perturbation theory. 
While this conventional CI approach with selectionl9 
is less accurate (and precise) than the direct CI, it is still 
capable of yielding high-quality results. 
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olations to provide a criterion for their accuracy. For 
example, the computed Be value can be scaled on the 
basis of a similar compound where experiment is 
known, i.e. Bo(expt)/Be(theory). This corrects for both 
limitations in the theory and vibrational effects (the 
difference between Be and Bo). A second approach is 
to scale individual bond lengths on the basis of com- 
pounds with similar bonding. Furthermore, if these 
approaches are applied by using several levels of theory 
(for example MP2, MP4, and CISD), then there are 
consistency checks on the theoretical predictions. 

An example of the application of extrapolation pro- 
cedures is the work on C30, which has aided its iden- 
tification in a laboratory spectrum.23 In addition to 
yielding a rotational constant that is within 0.2% of 
experiment, the calculations showed that the molecule 
was quite stable. The molecule was subsequently 
identified in an interstellar molecular cloud. The next 
member of the series, C50, has also been the subject of 
theoretical By using an approach similar to 
that used for C30, the extrapolated rotational constant 
is expected to be accurate to at least *2%. 

Some of the largest molecules that have been stud- 
ied24 to date have been the HC,N series for odd n as 
large as 15. Those species with n 5 9 have been ob- 
served in space. Longer-chain HC,N species have not 
yet been observed, and theory can potentially aid in 
identification. However, for molecules of this size it is 
very difficult to include even the lowest levels of cor- 
relation, except possibly by using direct SCF and MP2 
methods.25 Therefore, the systems were studied by 
using the SCF approach, but considerably improved 
rotational constants were determined by extrapolation 
methods using the highly accurate experimental con- 
stants for n = 3-9. Given the large number of known 
molecules, the extrapolated value for n = 11 has been 
estimated to be accurate to 0.1 % , which is sufficiently 
reliable that laboratory confirmation will not be nec- 
essary if the line can be observed in interstellar space. 

In summary, while rotational spectroscopy has not 
been an extremely active area of theoretical study re- 
cently, it is one where there has been considerable in- 
terplay between theory and experiment. By using ex- 
trapolation schemes in conjunction with ab initio cal- 
culations, theory can determine approximate line pos- 
itions to begin ground-based searches or laboratory 
experiments. 

I I I .  Rotatlonal or MIcro wa ve Spectroscopy 
Microwave radiation is absorbed or emitted when a 

molecule changes rotational level. Since the intensity 
is proportional to the dipole moment, rotational spec- 
troscopy is applicable to all molecules that possess a 
permanent dipole moment. For a '2 state of a diatomic 
molecule the rotational frequencies for u = 0 are given 
as 

u ( ~ , ~  + 1) = ~ B ~ ( J  + 1) - 4&(5 + 1 ) 3  (1) 
For the low rotational levels, Do can be neglected and 
hence ro can be computed from the atomic masses and 
measured frequencies. However, when the identity of 
the molecule is unknown, its identification from the 
observed line position can be exceedingly difficult. This 
is frequently the case in the identification of new in- 
terstellar species. Theory can often provide sufficiently 
accurate ro values to define frequency regions for 
spectroscopic searches in both the laboratory and space. 
Probably the first successful application of theory to 
the identification of interstellar species is the study of 
HNC by Pearson et a1.20 Since then, the list of mole- 
cules where interstellar discovery or laboratory iden- 
tification was corroborated or aided by theoretical 
studies has become quite extensive. For theory to be 
useful in the identification of unknown lines, molecular 
geometries must be computed very accurately. For 
small molecules, CASSCF/MRCI calculations in very 
large basis sets are probably sufficiently accurate to 
make a definitive assignment based on the calculations 
alone. However, this approach is not generally appli- 
cable for larger molecules. 

One approach21*22 to circumventing the difficulty of 
performing highly accurate calculations on larger sys- 
tems is the extrapolation of the results at  lower levels 
of theory. It is common to devise several such extrap- 

I V. Vlbratlonal Spectroscopy 

Vibrational spectroscopy is currently a very active 
area of theoretical study. As in the case of rotational 
spectroscopy, theory can be used to aid experiment in 
the identification of unknown molecules. Theory is also 
useful in assigning the modes or lines of known mole- 
cules, especially when there is a high degree of vibra- 
tional excitation. Theory has also contributed signifi- 
cantly to the prediction of intensities of vibrational 
transitions, as well as to determining the lifetimes of 
the individual vibrational levels that are important in 
modeling some processes. 

The theoretical methods used to study the vibrational 
problem vary considerably with the size of the molecule. 
We begin our study with diatomic molecules for which 
the vibrational frequencies and transition strengths 
(lifetimes) require only the ground-state potential curve 
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and dipolemoment function (DMF). To compare with 
experimental observables such as oscillator strengths, 
Einstein coefficients, and band strengths, the DMF, 
D(r) ,  is integrated numerically over the nuclear coor- 
dinate r: 

Bauschlicher and Langhoff 

D,WJ = J m  9,4r)D(r)9,4r)dr (2) 

where and $ut, are the upper- and lower-state vi- 
brational wave functions. The vibrational eigenfunc- 
tions can be determined by using either the theoretical 
or an experimentally derived potential. Although very 
accurate experimentally derived potentials exist for 
many species, experimentally derived DMFs tend to be 
far less accurate. 

The strength of a transition between two vibrational 
states (J’ = J” = 0) is generally given in terms of the 
Einstein A coefficient (s-l), which can be written as 

(3) A,,,,, = 2,026 X lo* B ~ ~ ~ ~ ~ ~ ~ D ~ ~ ~ ~ ~ ~ ~  

where is in atomic units and nddg is the transition 
energy in cm-l between levels u’and u”. The lifetime 
of a level is easily computed as the inverse of the sum 
of the Einstein coefficients to all lower levels. 

A. OH: A Calibration Study of the One- and 
n-Particle Treatments 

The rotational-vibrational bands of the X211 state of 
OH, the Meinel system,% have been observed in many 
astrophysical sources,27 and may be responsible for the 
surface-originating low observed on the Atmosphere 
Explorer Satellites3 It is therefore disconcerting that 
there is still an uncertainty in the line strengths. Given 
the relatively small size of this system, FCI calculations 
correlating the seven valence electrons are possible in 
realistic one-particle basis sets. Thus it has been pos- 
sible to assess the ability of a large number of truncated 
correlation methods to determine dipole moments and 
line strengths. In this section we discuss the details of 
our basis set study and FCI calibrationm of the DMF 
of the X211 state of OH. 

We first studied the n-particle problem by comparing 
with FCI calculations using two relatively small basis 
sets.29 In Table I we summarize the spectroscopic 
constants (re, we, De) and the position of the maximum 
in the dipole moment function (P-) for many ap- 
proximate correlation treatments. The use of two 
different basis sets minimizes the possibility of for- 
tuitously good agreement. 

The molecular orbitals were determined by using the 
CASSCF procedure. While we impose C,, symmetry 
and equivalence  restriction^^^ in all CASSCF wave 
functions, the calculations are performed in Cpv sym- 
metry. The CASSCF active space denoted in par- 
entheses is labeled according to the number of active 
orbitals in the al, bl, b2, and a2 symmetries. The MRCI 
calculations include all single and double excitations 
from all configurations in the CASSCF unless otherwise 
noted. We focus on the value of r& as this quantity 
is most sensitive to the level of theory. The single 
reference-based SDCI technique gives a qualitatively 
incorrect DMF with an Gu that is considerably too 
large. The CPF approaches improve the results, but 

TABLE I. Comparison of OH X’II Spectroscopic Constants 
with Level of Correlation Treatmento 

9 ‘mu, 
re, a. we, cm-’ De, eV a. 

[4s3pld/ 2slpl Basis 
FCI 1.855 3713.9 4.266 2.057 
SDCI-FCI -0.008 +59.0 -0.110 0.153 
MCPF-FCI -0.001 +1.8 -0.030 -0.039 
CPF-FCI -0.001 +5.2 -0.034 -0.021 
(211)-CA&FCI -0.002 -71.9 -0.673 -0.166 
(211)-CAS MRCI-FCI -0.001 -1.8 -0.031 -0.026 
(222)-CAS-FCI +0.002 -44.4 -0.149 0.054 
(222)-CAS MRCI(0.05)-FCIb O.OO0 -0.9 +0.002 0.003 
(222)-CAS MRCI-FCI O.OO0 -2.2 -0.009 0.004 

[4s3p2d/2slp] Basis 
FCI 1.848 3708.7 4.395 2.271 
SDCI-FCI -0.009 -68.2 -0.131 
MCPF-FCI -0.001 4.1 -0.043 -0.051 
CPF-FCI -0.002 7.3 -0.047 -0.017 
(21 l)-CAS-FCI -0.001 -57.2 -0.729 -0,285 
(211)-CAS MRCI-FCI -0.001 +0.4 -0.041 -0.054 
(222)-CAS-FCI +0.007 -33.4 -0.183 -0.008 
(222)-CAS MRCI(0.05)-FCIb O.OO0 0.2 O.OO0 O.OO0 
(222)-CAS MRCI-FCI O.OO0 -1.4 -0.012 -0.001 

The full CI values are given explicitly, and all other values are 
given as differences from the FCI. All configurations in the 
CASSCF are used as references unless otherwise noted. *The ref- 
erence configurations are chosen with use of a threshold of 0.05. 

the errors are still significant. The (211)-CAS result also 
has a sizeable error, but the DMF is significantly im- 
proved with the addition of correlation. When an extra 
x orbital is added to the active space, the (222)-CAS 
resulta are significantly improved and the corresponding 
MRCI results are in essential agreement with the FCI. 
By using a threshold of 0.05 in the selection of the 
references for the MRCI, denoted MRCI(0.05), yields 
result that are very similar to those obtained by using 
the full CASSCF space as references. Finally we should 
note that adding the extra x orbital accounts for the 
very important p to p’ correlation in 0 and 0-. How- 
ever, adding the analogous pa orbital does not affect 
the results, and in fact its very low occupation in the 
CASSCF leads to convergence problems. 

Since the (222)-CAS MRCI(0.05) approach essentially 
reproduces the FCI DMF, the one-particle basis set was 
calibrated31 by using this level of n-particle treatment 
(see Table 11). In all calculations the 0 sp basis is an 
AN0 set developed from the (13s8p) primitive set of 
van D~i jneve ld t .~~  This is contracted [5s4p] and then 
a diffuse s and p function is added. The H AN0 basis 
is (8s6p4d)/[4s3p2d]. As the 0 sp set and the H basis 
set are expected to be near the basis set limit for the 
calculation of the dipole moment, the calibration study 
focuses on the 0 polarization functions. We consider 
both the polarization functions optimized by Dunning39 
for atomic correlation and the AN0 basis sets. In the 
AN0 sets the primitive functions of the polarization 
sets are chosen to cover a wide range of exponents, and 
they are contracted on the basis of atomic correlation. 
Thus the two sets of polarization functions are similar 
in that they are both developed to maximize atomic 
correlation. The uncontraded Dunning sets might have 
more flexibility in the outer regions of the wave func- 
tion; this region is of little importance for atomic cor- 
relation, but potentially affects the DMF. Thus more 
flexible AN0 sets are also considered, which have the 
outermost primitive function uncontracted. We employ 
the notation [(l + l)d] to indicate that there are two 
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TABLE 11. Spectroscopic Constants and Dipole Momenta 
for the X'll State of OH at the (222bMRCI Level 

dcc81dr, r L  
basis seta r,, ao D,, eV W8, au aula0 00 

A. Dunning Polarization Exponents 
(Id) 1.826 4.609 0.6408 0.0930 2.182 
(2d) 1.827 4.572 0.6467 0.0988 2.214 
(2d10 1.835 4.558 0.6505 0.1041 2.248 
(3dl0 1.835 4.561 0.6510 0.1056 2.258 
(3d20 1.834 4.563 0.6535 0.1066 2.276 
(3d2flg) 1.836 4.584 0.6557 0.1107 2.283 
(4d2flgIb 1.836 4.587 0.6466 0.1055 2.290 

B. AN0 Polarization Exponents 
[Id1 1.825 4.587 0.6412 0.0979 2.205 

1.835 4.562 0.6515 0.1072 2.265 
1.837 4.590 0.6548 0.1112 2.293 

Wlfl 
W2flgI 

C. AN0 Polarization Exponents with Most Diffuse d Function 
Uncontracted 

[(l + 1)dI 1.826 4.571 0.6303 0.0908 2.215 
[(l + Udlfl 1.832 4.586 0.6385 0.0970 2.245 
((2 + Wlfl 1.835 4.562 0.6416 0.0996 2.270 
[(2 + l)d2fl 1.834 4.568 0.6434 0.1006 2.276 
[(2 + l)d2flg] 1.837 4.590 0.6464 0.1060 2.293 
[(2 + l)d2flglC 1.836 4.599 0.6451 0.1040 2.296 
[(3 + I)d2flg] 1.837 4.592 0.6466 0.1058 2.298 
[(3 + l)d2flglh] 1.836 4.600 0.6471 0.1060 2.298 
(6d4f2g) 1.838 4.589 0.6475 0.1064 2.306 
Turnbulld 0.6494 0.1298 2.290 
expte 1.8342 4.62 

a See ref 31 for definition of basis sets. even-tempered dif- 
fuse d function is added to the Dunning (3d2flg) polarization set 
for oxygen. 'A diffuse even-tempered s and p function and an f 
polarization function are added to the hydrogen basis set. 
dTurnbull and Lowe, ref 38. eHuber and Herzberg, ref 34. 

d functions, the first is the AN0 function while the 
other corresponds to the outermost primitive uncon- 
tracted. 

First the results using the successively larger polar- 
ization sets of Dunning were considered. These show 
a relatively smooth convergence to those obtained in 
the largest (3d2flg) polarization set. The De, for ex- 
ample, first decreases, but then monotonically increases 
and converges to a value that is 0.04 eV smaller than 
e ~ p e r i m e n t . ~ ~  We attribute the initial decrease to a 
reduction in the superposition error.% The monotonic 
increase is due to a systematic reduction in basis set 
incompleteness. However, the DMFs obtained with the 
Dunning sets differ from the larger (6d4f2g) primitive 
set. We attribute this to the lack of a diffuse d function 
in the Dunning basis set; this is supported by the fact 
that the addition of a diffuse d function to the Dunning 
(3d2flg) set brings the dipole moment into agreement 
with the larger uncontracted set. 

The systematic expansion of the AN0 sets leads to 
results that are very similar to those obtained by using 
the Dunning sets. That is, the smaller AN0 sets lack 
flexibility in the outermost regions, just like the Dun- 
ning sets. Since the primitive polarization functions 
used in the AN0 sets are sufficiently diffuse to describe 
the outermost regions, the AN0 sets are improved by 
uncontracting the primitive function with the smallest 
exponent. The systematic expansion of these polari- 
zation seta lead to a value in good agreement with the 
uncontracted polarization set. The inclusion of an h 
function on 0 or diffuse s and p functions and an f 
polarization function of H make very little difference 
in the dipole moment or its derivative. Therefore, the 
results are expected to be near the one-particle limit. 

TABLE 111. Variation of the Spectroscopic Constante and 
Diwle  Moments with the a-Particle Treatmenta 

~~~ 

De, Jt-, 
re, a0 eV cc., au d 4 d P  a. 

[(2 + l)d2flg] Oxygen Set 

(2220)-CAS/MRCI (0.00) 0.6438 0.1012 2.290 

(2220)-CAS/MRCI + Q 0.6457 0.0966 2.291 

(2220)-CAS/MRCI (0.05) 1.837 4.592 0.6466 0.1058 2.298 
(2220)-CAS/MRCI (0.00) 1.836 4.572 0.6460 0.1041 2.289 

field 

(0.00) field 
(3221)-CAS/MRCI (0.01) 1.837 4.576 0.6478 0.1031 2.284 
(2220)-CAS/ACPF (0.00) 1.837 4.581 0.6485 0.0996 2.279 
(2220)-CAS/ACPF (0.00) 0.6455 0.0998 2.291 

(6d4f2g) Oxygen Set 

field 

(2220)-CAS/MRCI (0.05) 1.838 4.589 0.6475 0.1064 2.306 
(2220)-CAS/ACPF (0.00) 1.836 4.593 0.6495 0.1014 2.292 
(2220)-CAS/ACPF (0.00) 0.6466 0.1015 2.306 

field 

'All calculations employ the [4s3p2d] hydrogen set and the 
[6s5p] oxygen sp set. 

The validity of the procedure of finding a truncated 
n-particle treatment that reproduces the FCI in a basis 
set of moderate quality, and then taking this approxi- 
mate n-particle treatment to the basis set limit rests on 
the assumption of no coupling between the one- and 
n-particle treatments. Since it is impossible to carry 
out FCI calculations in sufficiently large basis sets to 
assure that no coupling exists, we attempted to assess 
this by expanding the CASSCF active space and by 
computing the contribution of higher than double ex- 
citations in several ways. The results of these calcula- 
tions summarized in Table I11 indicate that the dipole 
moment and its derivative are relatively unaffected by 
reference selection, by expanding the CASSCF active 
space to include a 6 orbital, i.e. a (3221)-CAS/MRCI- 
(0.01) calculation, by computing the dipole moment as 
an energy derivative instead of as an expectation value, 
and by the effect of higher than double excitations, as 
estimated by using either the multireference Davidson 
correction (+Q)% or the ACPF method. On the basis 
of the one- and n-particle calibration studies it is clear 
that the dipole derivative at  re must be 0.100 f 0.005 
aula,. 

In Figure 1 we compare several theoretical DMFs 
with the empirically determined DMFs of M ~ r p h y , ~ '  
Turnbull and Lowe,38 and Nelson et al.39 In Figure 1 
we have also shown the previour DMF of Werner et al.& 
The theoretical DMFs and that of Murphy have been 
scaled to reproduce the very accurate experimental 
values41 for the dipole moments of u = 0 and u = 1. It 
is clear that all of the DMFs, except that of Turnbull 
and Lowe, are very similar for values of r leas than 2.k& 
Thus the calculations clearly rule out the DMF of 
Turnbull and Lowe. The difference between theory and 
the empirical DMFs at  values greater than 2.3~10 is a 
consequence of the fact that the experimental data used 
to generate the empirical fits does not sample this re- 
gion of the potential. This is easily demonstrated by 
computing the percentage of the amplitude of the vi- 
brational wave functions for r > 2 . 3 ~ ~  The results are 
0.1,2.5,16.6, and 40.7%, for u = 0-3, respectively. Thus 
for the empirical fits to be accurate beyond 2.3~1, they 
must include data from u = 3. 

The calculations on OH clearly demonstrate that 
theory can achieve high accuracy for DMFs. By care- 

Units are aula,. 
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Figure 1. Com ison of several theoretical OH DMFsal*" with 
the empirical E F s  of Murphy," Turnbull and Lowe,% and 
Nelson et aL" The theoretical DMFs and the Murphy DMF have 
been shifted and scaled to reproduce the experimental dipole 
moments" for u = 0 and 1. See ref 31 for d e  factors (reprinted 
from ref 31; copyright 1989 American Institute of Physics). 

fully calibrating the one and n-particle spaces it is 
possible to assign very small error bars to the ab initio 
values. Methods such as CASSCF/MRCI, which re- 
produce the FCI DMF exceedingly well, are also ex- 
pected to provide accurate dipole moments for more 
challenging systems, such as those containing transition 
metals. 

B. Radlative Lifetlme of the Vlbrational Levels 
of the '2' State of NO+ 

The radiative lifetimes of the individual rovibrational 
levels are required to determine the energy distribution 
of vibrationally excited NO+ produced in the upper 
iono~phere.'~ The experimental determination of the 
lifetimes is complicated by the low densities at  which 
ions must be studied. While the experimental mea- 
surements of Juo et a1."9 and of Heninger et aleu agree 
with the theoretical resulta of Werner and Rosmus& for 
u = 1, the experimental lifetimes of Kuo et al. fall off 
much faster with increasing u than the theoretical re- 
sults. Since the time of the original theoretical work, 
the accuracy of calculations has improved dramatically. 
Therefore two theoretical  group^^*^^ independently 
reinvestigated the lifetimes of NO+, with methods sim- 
ilar to those used for OH. The results of these new 
theoretical studies are compared with previous results 
in Table IV. The theoretical resulta are in excellent 
mutual agreement, and agree well with the older ex- 
perimental work of Heninger et aL4 However, the 
lifetimes of Kuo et al.43 for u > 1 are substantially 
smaller. Figure 2 shows the theoretical dipole moments 
along with a parabolic fit that reproduces the lifetimes 
of Kuo et al. Clearly the functional form required to 
reproduce the experimental lifetimes is unreasonable. 
After the computed results clearly ruled out the recent 
experimental values, Wyttenbach, Beggs, and Bowersa 
remeasured the lifetimes and found that the original 

TABLE IV. Radiative Lifetimes (ma) for the v = 1-5 Levels 
of the X'E+ State of NO+ 

experiment 
KBKBL- HFDF- FHMM- theory 

u PLBo CRb WRe Zd MMe WBW Ye 
1 90.2 88 91 90 f 10 95 f 15 901 10 83 
2 46.5 45 48 31? 46 f 10 49 f 5 42.5 
3 31.9 31 33 164 30 f 3 26 
4 24.6 24 26 25 f 3 21.5 
5 20.2 20 21 19 f 3 

OPartridge, Langhoff, and Bauschlicher, ref 47. bChambaud and 
Roemus, ref 46. Werner and Rosmus, ref 45. Kuo et al., ref 43. 
'Heninger et al., ref 44. 'Wyttenbach, Beggs, and Bowers, ref 48. 
'Fenistein et al., ref 49; these values contain a 20% uncertainty. 

0 Werner and Rosmus 
V &3p2dlf+ipd MRCl 
0 Mp2dlf+rpd ACPF ----- Parabolic fit -0.1 

-0.2 

n - E -03 - 
E 

-0.4 - 
6 

-0.5 - 

-0.6 - 

-0.7 I I 

1.75 1.95 2.15 2.35 
Bond length (a,) 

Figure 2. The theoretical NO+ DMFs determined by Partridge 
et al.'7 and by Werner and Rosmus" and a fitted parabolic DMF 
(dashed) that reproduces the experimental lifetimes of Kuo et  
al.13 (reprinted from ref 47; copyright 1990 North Holand Pub- 
lishing). 

lifetimes were in error due to problems in the ion-ex- 
citation process. Their revised experimental values, as 
well as the very recent work by Fenistein et al.49 using 
the monitor ion technique, are in excellent agreement 
with theory. Thus the theoretical values for higher u 
are also expect4 to be accurate and should be adequate 
for studying the internal energy distribution in NO+. 

C. Triatomic Molecules 

Although computationally more expensive than dia- 
tomics, many triatomic systems are amenable to accu- 
rate theoretical calculations. Not only has there been 
significant improvement in the quality of ab initio 
surfaces, but significant progress in solving the triatomic 
rovibrational problem as well.w62 For example, the 
variational method has now been implemented by using 
the complete vibration-rotation Hamiltonian for both 
bent and linear triatomics.sO Recent advances61 in 
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methods of handling large amplitude vibrations such 
as the discrete variable distributed Gaussian basis 
method permit the study of highly excited vibrational 
levels of triatomics, regardless of how floppy they are. 
For example, it is now possible to study vibrational 
levels above the HCN/HNC isomerization barrier. 
Unlike methods based on perturbation theory (vide 
infra), resonances generally do not present any special 
problems for variationally based methods. 

As an example of state-of-the-art variational calcu- 
lations on triatomics, we cite the work of Carter and 
Handyw on the rovibrational levels of water. In this 
work they used a quartic force field derived from 
spectroscopic data. They computed the vibrational 
levels up to 12 565 cm-I for J = 0. Since the agreement 
with experimentally observed levels was better than 5 
cm-', the theoretical predictions for the energies of five 
unobserved levels should be accurate as well. They also 
considered levels with J I 9 where the agreement with 
experiment was only slightly poorer. The calculations 
of the rovibrational levels of H20 are now sufficiently 
accurate that theory is not only capable of assigning 
unidentified lines, but may also be able to contribute 
to determining the large database of line positions and 
intensities that are required to define H20 as an opacity 
source in stellar atmospheres. 

The H20 study confirms the accuracy and practicality 
of current methods of solving the rovibrational problem. 
When experimentally derived force fields are unavail- 
able, it  becomes necessary to generate the potential 
surface by using ab initio methods.63 For H2S63a the 
results are also in good agreement with experiment. 
The errors are slightly larger than for H20, because the 
ab initio potential has greater uncertainty than the 
experimentally derived quartic potential. However, the 
results are certainly sufficiently accurate to aid in the 
identification of the spectra. 

To directly compare the computed B'A1-Z3B1 sepa- 
ration in CH2 with experiment requires an accurate 
zero-point energy. Unfortunately only three of the six 
vibrational frequencies have been measured. By using 
a completely ab initio approach, the vibrational fre- 
quencies of the two states of CH2 have been comput- 
ed.ab Since the agreement with the three known fre- 
quencies is very good and the three remaining fre- 
quencies are expected to be of the same accuracy, the 
zero-point energy should be determined with sufficient 
accuracy to allow a meaningful comparison of theory 
and experiment. 

We fully expect that many more triatomics will be 
treated at this level in the near future. Furthermore, 
accurate solution of the vibrational problem will likely 
become possible for larger molecules as well. This is 
important as there are some astrophysical applications 
where rovibrational spectra of very highly vibrationally 
excited molecules are required. As experiment is very 
difficult, we expect theory to contribute substantially 
to the solution of these problems. 

Chemical Reviews, 1991, Vol. 91, No. 5 707 

D. Polyatomlc Molecules 
For polyatomic molecules perturbation theory ap- 

proaches are commonly used, since a variational solu- 
tion to the vibrational problem is very difficult. In this 
subsection we consider these approaches beginning with 
the double harmonic approximation. In this simplest 

approach mechanical harmonicity is invoked by de- 
scribing the vibrational wave functions in terms of 
harmonic oscillators. Furthermore, the infrared inten- 
sity is computed by using only the fmt derivative of the 
dipole moment at  re, which assumes electrical har- 
monicity. This level of theory is very easy to implement 
at the SCF level, because efficient methods exist for the 
analytic evaluation of the second derivatives of the 
energy with respect to both nuclear motion and other 
perturbations (e.g., see ref 54). Although the SCF fre- 
quencies are generally too large for typical covalent 
bonds, they tend to be consistently too high and thus 
amenable to scaling techniques. Since electron corre- 
lation generally improves the calculated frequencies, it 
is noteworthy that efficient analytic techniques for both 
first and second derivatives for MP2 wave functions 
have recently been developed.8 It is also possible to 
apply the double harmonic approximation to other 
levels of correlation treatment by using finite difference 
techniques. 

Several examples of the synergism between experi- 
ment and theory in solving the vibrational problem have 
been discussed in a review article by SchaeferesS He 
describes calculations on six ions (H30+, NH4+, H2CN+, 
H2C02+, HN20+, and C2H2+) where theoretical studies 
were performed in a sufficiently short time to have a 
major impact on the experimental studies. For exam- 
ple, theoretical workSB on H30+ showed that the OH 
stretch frequency was consistent with the spectra of 
Saykally and co-w0rkers,5~ thereby differentiating be- 
tween H02+ and H30+ as potential candidates. 

Another example where theory has helped resolve the 
carrier of a vibrational spectrum involves heavier 
speciesas8 DeVore and GallaherS9 measured the vibra- 
tional frequencies of the reaction products of TiC14 and 
NaF. The reaction can yield all products of the form 
TiF,C14-,, for n = 0,4. Based on available thermody- 
namic data they concluded that the only product was 
TiF4 and therefore assigned the band at 772 cm-I as the 
u3 mode of TiF4. The observation of only one mode is 
consistent with a molecule with Td symmetry. However, 
this assignment was shown to be incorrect when the u3 
band of TiF4 was later found@ to lie at 800 cm-I. The 
results of our theoretical study to determine which 
specie gave rise to the 772 cm-' band are summarized 
in Table V. Calculations were carried out at the SCF 
level, which provides a good description of the wave 
function, as the bonding is predominantly electrostatic. 
The SCF vibrational frequencies for both TiF4 and 
TiC14 are in good agreement with experiment and the 
other TiF,Cl,+, species are expected to be equally well 
described. The TiF3Cl and TiF2C12 species could be 
ruled out as neither has a frequency near 772 cm-l, and 
by the fact that there are two strong transitions above 
700 cm-', whereas only one is observed. However, the 
computed frequency for the Ti-F stretch in TiFC13 is 
in excellent agreement with the observed value. In 
addition, the Ti-C1 stretches are very similar to that 
in TiC14, and thus are expected to be obscured by the 
u3 and strong u1 + u4 combination bands from unreacted 
TiCl& These contentions were subsequently confirmed 
by an experimenP that accounted for the unreacted 
background TiC14. 

By definition, the double harmonic approximation 
neglects both the anharmonicity of the potential energy 
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TABLE V. Summary of TiF,Clh Vibrational Frequencies, in om-*, and IR Intensities, in km/mol 
TiF4 TiFSCl TiFzClz TiFC13 TiC1, 

mode" we I 0 8  Z % I we Z % I 
y2 183 (185b) 0 155 4 124 2 120 1 113(119) 0 

183 (lfib) 0 155 4 153 0 120 1 

216 (20gb) 44 203 25 187 15 175 9 140 (139) 5 
216 (209b) 44 204 26 198 17 175 9 140 (139) 5 

y1 712 (712b) 0 491 135 455 51 424 15 400 (388d) 0 

0 
113 (11*) 5 y4 216 (20gb) 44 203 25 166 17 145 10 140 (139) 

y3 797 (em) 320 737 191 525 277 520 250 515 (499) 228 
797 (W) 320 796 285 758 236 520 250 515 (499") 228 
797 (em) 320 796 285 795 255 776 231 515 (499) 228 

OLabeled for TiF, and TiC1,. bExperimental values from Alexander, L. E.; Beattie, I. R. J.  Chem. SOC. Dalton 1972, 1972; 1745. 
CExperimental values from ref 60. dExperimental values from Hawkins, N. M.; Carpenter, D. R. J .  Chem. Phys., 1955,23, 1700. 

surface and the fact that the dipole moment is not a 
linear function of the normal coordinates. To go beyond 
this approximations2tss requires both the energy and 
dipole moment surfaces to higher order; quartic po- 
tentials have generally been used in conjunction with 
cubic DMFs. It is then possible to use perturbation 
theory to compute vibrational frequencies that account 
for anharmonicities and therefore correspond to the 
experimental fundamentals. By using a quartic force 
field and cubic dipole moment expansion it is possible 
to compute the fundamental, overtone, and combina- 
tion bands and their infrared intensities. 

The energies from any level of theory can be used to 
determine force constants and subsequently the fun- 
damentals for comparison with experiment. Recently 
the fundamentals of Be3 and Be4 have been deter- 
mineds4 at the coupled cluster level including the effect 
of triple excitations, CCSD(T).13 This study indicates 
the importance of going beyond the double harmonic 
approximation for these molecules, as the anharmonic 
correction to the t2  mode of Be4 was -111 cm-l or 20%. 

The determination of potential surfaces at  high levels 
of theory has been achieved for a few triatomics. For 
example, a quartic force field for the H20 molecule has 
been determined by Bartlett et al.86 using the CCSDT-1 
modelse and a large Slater basis set. Their harmonic 
frequencies for the stretching modes were accurate to 
3 cm-' and their bending mode was accurate to 28 cm-'. 
For systems such as Be, that are not well described by 
low levels of theory, a high-level treatment of electron 
correlation may be unavoidable. However, for systems 
better described by lower levels of theory, we can again 
take advantage of efficient analytic second derivative 
methods. Even when analytic techniques are used the 
calculation of a quartic force field is often expensive, 
although it can be simplified somewhat by using the 
observation of Schneider and ThieP that perturbation 
theory does not require all of the quartic force constants 
(if normal coordinates are used) and that the required 
subset can be obtained by central differences of the 
analytic second derivatives. 

The perturbation theory approach has been applied 
to H 2 0  at several levels of t h e ~ r y . ~ ~ . ~ '  The importance 
of both anharmonic corrections and correlation were 
clearly demonstrated;62 for example, in a DZP basis the 
effect of correlation on the symmetric O-H stretch 
fundamental is 269 cm-l, while the anharmonic cor- 
rection (computed at  the MP2 level) is 186 cm-*. At  
the MP2 level in an extended Gaussian basis set, the 
fundamentals, overtones, and combination bands are 
in good agreement with experiment, with errors of less 

than about 30 cm-'. The fundamental intensities are 
also in relatively good agreement with experiment, es- 
pecially considering that even the best experimental 
intensities are susceptible to systematic errors of 15%. 
This is a significant improvement over the SCF double 
harmonic approximation, where the intensities for v2 
and u3 are almost a factor of 2 too large, and u1 is almost 
1 order of magnitude too large. 

An additional approximation that works well is to use 
a correlated wave function to determine the harmonic 
force field, but to compute the cubic and quartic terms 
at the SCF level.6s This has the advantage that the 
third derivatives can be computed analytically and the 
quartic force constants obtained by finite difference 
techniques. While this method neglects the correlation 
contribution to the anharmonic correction, it does in- 
clude the large correlation contribution to the harmonic 
force field. Since the anharmonic correction is expected 
to be leas than 590, neglecting the correlation correction 
to it does not introduce significant error. For H20, the 
anharmonic constants computed in this wayss" are in 
error by only about 10%. 

This latter approach can be applied to quite large 
systems. Since the anharmonic corrections are includ- 
ed, the computed results are directly comparable to 
experiment. Thus, while polyatomic molecules are 
computationally more difficult, theoretical vibrational 
frequencies are still sufficiently accurate to aid in in- 
terpreting spectra and in determining approximate 
p i t ions  of unobserved bands. An early example of this 
is the calculation of the vibrational frequencies and 
intensities of cyclopropenylidene by Lee et al.,69 which 
aided in the later identification of this molecule by 
matrix isolation  technique^.^^ 

V. Electronlc Spectra 

The characterization of electronic transitions requires 
the potential curves for both states and the TMF con- 
necting them. For most approximate wave functions 
the transition moment is not gauge invariant and thus 
depends on the representation employed. We defer 
discussion of the sensitivity of the TM to gauge until 
Section VC. The TM in the length representation, 
denoted D(r) ,  for a perpendicular transition (such as 
Z+ - II) is 

(4) 

Note that this definition of the matrix element is 
equivalent to the Cartesian form ( 2'lxlIIz> (Whiting 

D(r)  = ( z+I(~ + i y ) / f i l n )  
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et aL71). However, for all perpendicular transitions not 
involving a Z state, the Cartesian form is d 2  times 
smaller than that in complex orbitals, e.g. 

For parallel transitions the transition moment is, for 
example, 

D(r)  = (Z+lZlZ+) (6) 

To compare with experimental observables such as 
lifetimes, the transition-moment operator is integrated 
numerically over the nuclear coordinate r 

(7) 

where qU, and are the upper- and lower-state vi- 
brational wave functions. 

Once the dipole matrix element is known, the Ein- 
stein A coefficient ( 8 - 9  can be obtained as 

A”,,,,, = 2.026 X lo4 gBdu”31Dddt12 (8) 

where Dujutl is in atomic units, sdUtI is the transition 
energy in wavenumbers between levels u’ and u” and 
g is a statistical weighting factor, which is equal to 

(9) 

where A’ and A” denote the orbital angular momenta 
of the upper and lower states. The radiative lifetime 
( T ~ ~ )  of a vibrational level depends on the sum of the 
transition probabilities to all lower vibrational levels in 
all lower electronic states. If rotational effects are ne- 
glected, the lifetime can be written as 

(2 - &j,At+Att)/(2 - 60,At) 

A. OH: A Callbration Study of the A2E+ - 
x211 Unravlotet System 

The hydroxyl radical (OH) is an important compo- 
nent of hydrogen-air mixtures, such as those occurring 
in hydrogen-burning supersonic combustion ramjets. 
The A22+ - X211 line strengths are required to obtain 
accurate concentration and temperature profiles by 
using laser excitation fluorescence (LEF) techniques. 
In addition to combustion processes, the OH radical is 
a key intermediate in other chemical, atmospheric, and 
astrophysical systems. 

The A2Z+ state is predissociated by the repulsive 4Z- 
state for rovibrational levels above u’ = 1, N’ = 14. 
Therefore, only rovibrational levels below this energy, 
where the lifetimes are determined solely by radiative 
decay, are suitable for combustion diagnostics. Un- 
fortunately there is considerable variation in the life- 
times obtained from different experimental techniques. 
Experiments based on the Hanle effect72 yield a value 
of 625 f 25 ns for u’ = 0. Use of the high-frequency 
deflection approach has produced a value of 760 f 20 
ns for OH73 and 755 f 40 ns for OD.74 Lifetimes 
measured by using the LEF approach have resulted in 
values of 721 f 5,’6 686 f 14,76 and 693 f 10 ns.77 
Theoretical values7- before 1987 are generally in the 
range 590-636 ns, and thus appear to support the value 
obtained by using the Hanle effect. This is surprising 

TABLE VI. Study of the A-X Energy Separation (A) and 
Transition Moment of OH with the Level of Correlation 
Treatment at r = 1.80 a0 in the [4s3p2d/2slp] Gaussian 
Basis Set 

calculation A, cm-” moment. au 
~~ 

FCI(5) 34 681 0.1010 
FCI(7) 33 986 0.1195 
SCF 34 850 0.1731 
SDCI 34 077 (33 898) 0.1253 
MCPF 33 906 0.1214 
(222)-CAS 35 372 0.1618 
(222)-CASb 36 220 0.1693 
(222)-MRCI (0.0) 34 043 (33 876) 0.1230 
(222)-MRCI (0.05) 34 131 (33 897) 0.1232 
(3221)-CAS 34 609 0.1235 
(3221)-MRCI (0.0) 34013 (33 933) 0.1198 
(3221)-MRCI (0.01) 34033 (33952) 0.1200 
(3221)-MRCI (0.02) 34002 (33 947) 0.1221 

a The values in parentheses include the Davidson correction. 
Separate CASSCF calculations are performed for the two states 

and a nonorthogonal transition moment is evaluated. 

considering that the more recent LEF measurements 
are expected to be more accurate. However, none of the 
previous theoretical studies were sufficiently accurate 
to rule out any of the experimental determinations. 

To gain insight into the computational requirements 
for computing accurate TMFs, a FCI benchmark study 
of the A2Z+-X211 transition in OH was undertaken.81 
A comparison of various approximate correlation 
methods with the FCI results is given in Table VI. The 
FCI calculations were performed correlating both five 
and seven electrons. Although correlation of the oxygen 
2s-like orbital changes the separation by only 2%, it 
increases the transition moment by 20%. Thus seven 
electrons were correlated in all subsequent calculations. 
On the basis of the calibration study of the OH dipole 
moment (vide supra), we consider only two CASSCF 
active spaces. However, in this case we use a state- 
averaged approach including the A22+ and X2n states 
with equal weights. The (222) active space includes 
only p~ - p’r correlation, while in the larger (3221) 
active space an oxygen 6 orbital is added as well. The 
A-X separation is remarkably insensitive to the level 
of treatment. Satisfactory agreement with the FCI is 
achieved even at  the SCF level, and almost perfect 
agreement with the FCI is obtained at  the MRCI level. 

In contrast to the energy separation, the A-X tran- 
sition moment is rather sensitive to the level of theory. 
The SCF and (222)XAS TMs are substantially too 
large. Since the (222)-CAS value increases slightly when 
separate orbitals are used for each state, it is the lack 
of correlation and not the state-averaging procedure 
that causes the large discrepancy with the FCI. Inclu- 
sion of correlation in the (222)-based calculations im- 
proves the results, but the transition moment is still too 
large. The MRCI(O.0) calculations (the notation 0.0 
denotes no reference selection) show that the error is 
not associated with selection of reference configurations, 
but rather that the zeroth-order reference space is too 
small. Expanding the CASSCF active space to include 
a 6 orbital reduces the CASSCF value such it is com- 
parable to the MRCI value obtained by using the 
smaller (222) active space. Adding more extensive 
correlation in the (3221)-MRCI approach yields a 
transition moment that is in excellent agreement with 
the FCI, provided the reference threshold is 50.01. A 
tighter threshold is required for the (3221)-MRCI cal- 
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TABLE VII. Study of the OH A-X Energy Separation and 
Tranrition Moment with Basis Set Improvement at r 1.80 
an 

moment, 
basis set CI calculation A, cm-' au 

[4s3p2d/2slp] (222)-MRCI (0.05) 34 131 0.1232 
[4s3p2d/2slp] (3221)-MRCI (0.0) 34013 0.1198 
[ 6 ~ 5 ~ 4 d 2 f l g / 4 ~ 3 ~ 2 d ]  (222)-MRCI (0.05) 33 521 0.1316 
[ 6 ~ 5 ~ 4 d 2 f l g / 4 ~ 3 ~ 2 d ]  (3221)-MRCI (0.01) 33 385 0.1276 
:7~6p4d2flg/4~3~2d] (222)-MRCI (0.05) 33 887 0.1320 
: 7 ~ 6 ~ 4 d 3 f l g / 4 ~ 3 ~ 2 d ]  (222)-MRCI (0.05) 33 519 0.1314 

TABLE VIII. Summary of the A%+ Lifetimes (ne) of OH 
ref 

Werner et al. (MCSCF-SCEP) 78 
Theory 

Langhoff et al. MRCI 79 
Langhoff et al. MRCI 79 
Chu et al. MRCI 80 
(3221)MRCI (RKR) 81 
(3221)MRCI (ab initio) 81 

" " 0  o"1 

590 643 
610 700 
580 635 
636 
669 712 
672 724 

Experiment 
German et al. 72 625 h 25 
Brzozowski et al. 73 760* 20 
Bergeman et al. (OD) 74 755 40 
German 77 693 10 736 11 
Dimpfl-Kinsey 76 684 * 14 
McDermid-Laudenslager 75 721 9 

culation, because most of the configurations involving 
the 6 orbital in the CASSCF have relatively small 
coefficients. 

The FCI benchmark calculationse1 clearly demon- 
strate that the 6 orbital must be included in the 
CASSCF active space to compute an accurate transition 
moment. In contrast, the smaller active space is suf- 
ficient for computing an accurate DMFSm This is not 
a consequence of the state-averaging procedure, as the 
dipole moment for the X211 state in the (222)-MRCI is 
only increased by 0.2 % when the state-averaged 
CASSCF orbitals are used. The A2Z+ state dipole 
moment is also essentially unchanged. Thus an im- 
portant conclusion of the FCI study is that the n-par- 
ticle requirements for a transition moment can be more 
stringent than for either the energy separation or sin- 
gle-state properties. 

Our calibration of the one-particle basis set is sum- 
marized in Table VII. The smallest basis set consid- 
ered is the [4s3p2d/2slp] basis used in the FCI cali- 
bration. The next largest set is the [6s5p4d2flg/ 
4s3p2dI basis that is close to the one-particle limit for 
the DMF of the X211 state of OH. Clearly, improving 
the basis set has a substantial effect on the transition 
moment. The change in the transition moment between 
these two basis sets is larger than for the dipole mo- 
ment. Thus some further studies of the one-particle 
basis set requirements were undertaken. If the 
[6~5p4d2flg/4~3p2d] basis has a limitation, it is prob- 
ably in the diffuse part of the 0 s and p space or in the 
oxygen f primitive set. These potential limitations were 
addressed by adding a diffuse even-tempered s and p 
function and by expanding the (4f)/[2fl polarization set 
to (5f)/[3fl. Since these basis set improvements give 
small but opposite contributions to the transition mo- 
ment, the [6~5p4d2flg/483p2d] basis should give results 
near the basis set limit. 

The (3221)-MRCI treatment in the [6s5p4d2flg/ 
4s3p2dI basis set is expected to yield a TMF very close 
to the exact one unless there is an unexpected coupling 
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Figure 3. Comparison of the theoretical radiative lifetimeaS1 for 
different rotational levels of the u t  = 0 level of the A2Z+ state of 
OH (dashed line) with the high frequen deflection measurements 

(reprinted from ref 81; copyright 1987 American Institute of 
Physics). 

between the one- and n-particle spaces. The (3221)- 
MRCI lifetimes are reported in Table VI11 along with 
the results of previous theory and experiment. The 
lifetimes are not significantly changed by replacing the 
theoretical potential by the RKR potential, as expected 
since the theoretical potential yields vibrational spac- 
ings that are in excellent agreement with experiment.@ 
The (3221)-MRCI lifetimes are significantly longer than 
all previous theoretical results. On the basis of the FCI 
benchmark calculations, this difference largely arises 
from an improved treatment of the contributions from 
the oxygen 6 orbital. 

The (3221)-MRCI lifetimes are expected to be a lower 
bound, on the basis of the one- and n-particle calibra- 
tions, and accurate to about 2%. Thus theory can un- 
ambiguously rule out the smaller lifetime value deter- 
mined by using the Hanle effect and the larger values 
determined by using the high frequency deflection 
(HFD) or LEF techniques. Theory is in excellent 
agreement with the LEF results of German77 and of 
Dimpfl and K i n ~ e y . ~ ~  Combining these experimental 
results with the (3221)-MRCI leads to a recommended 
value of 685 f 20 ns for u' = 0 and N' = 0. 

While the older value determined from the Hanle 
is, not unexpectedly, slightly low, it is somewhat 

surprising that the HFD lifetimes73 for the lowest ro- 
vibrational level are significantly too large. In Figure 
3 we compare the computed and HFD lifetimes as a 
function of rotational level. In contrast to the HFD 
lifetimes, the theoretical values have the expected 
monotonic increase with N' (due to the nearly linear 
decrease in the TM with increasing r values). Since the 
experimental and theoretical lifetimes agree well for 
larger N', the calculations suggest that there is some 
systematic error in the HFD lifetimes for small N', 
possibly due to collisional quenching. In any case we 
contend that theory is now sufficiently accurate to 
recommend a lifetime of 685 f 20 ns for the lowest 
rovibrational level, thereby allowing us to identify the 

(F, component) of Brzozowski et al. % shown with error bars 
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the emission after laser photolysis. They were able to 
measures the lifetimes from u' = 0 to 8 (higher levels 
are obscured by the Swan system). Excluding u' = 0, 
their lifetimes showed a monotonic decrease with u'. 
Since their u' = 0 lifetime was potentially affected by 
emission from the b32g state, they studieda7 this level 
as well as u'= 3 using laser-induced fluorescence (LIF). 
Their two experimental values for u' = 3 agreed, but the 
new lifetime for u' = 0 was longer, so that the experi- 
mental lifetimes now decreased monotonically with u ', 
The theoretical lifetimesw3 are mutually consistent, 
but not in good agreement with the experiments of 
Bauer et al.s*87 Given the importance of this system 
as a carbon-abundance indicator in stars, accurate 
calculations similar to those for OH were carried out. 
FCI calculationss3 were again used to calibrate the n- 
particle treatment (see Table IX). A previous theo- 
retical studp2 indicated that the TMF was affected by 
the avoided crossing between the X22+ and (2)22+ 
states at  an r value somewhat larger than the Franck- 
Condon region for the Phillips system. Thus the com- 
puted transition moment was sensitive to whether the 
orbitals were optimized by using an MCSCF procedure 
that included only the X and A states or the X, A, and 
(2)'2: states. The FCI study showed that at  larger r 
values fewer references are needed in the MRCI if based 
on the three-state optimization. However, at  r values 
away from the avoided crossing or for very small ref- 
erence selection thresholds, the number of states in- 
cluded in the CASSCF optimization made only a small 
difference. Furthermore, the FCI benchmark study 
showed that the CASSCF/MRCI approach accounts for 
all of the important correlation effects. 

The calibration of the one-particle basis and tests for 
coupling of one- and n-particle treatments are shown 
in Table X. The transition moment is increased 
slightly both by adding diffuse s and p functions and 
by uncontracting the outermost s and p functions. The 
results in Table X indicate that a small reference se- 
lection threshold is required for accurate results; this 
is the same conclusion as was drawn from the FCI 
calibration study. Adding the 6, and 6, orbitals or 
adding the t~ T,, and 6 components of the C 3d orbital 
has little ef&ct in C2. kinally increasing the basis set 
by adding another s-g AN0 makes only a small dif- 
ference. The calibration study suggests that the com- 
puted transition moments (lifetimes) should be accurate 
to 2% (5%) .  

TAFLE IX. The Difference between the FCI Transition 
Moments (au) and Those Obtained from Approximate 
Levels of Correlation Treatment for the AIII,-XIZt 
Transition in  Caa 

r,  an 

2.2 2.6 3.0 
Two-State Calculations 

MRCI (0.05) 0.005 15 0.008 37 0.040 38 
MRCI (0.025) 0.002 83 0.005 74 0.037 79 
MRCI (0.01) 0.001 87 0.002 11 0.008 18 
MRCI (0.00) 0.00088 0.00069 0.00285 

Three-State Calculations 
MRCI (0.05) 0.00641 0.00557 0.00925 
MRCI (0.025) 0.004 34 0.003 72 0.002 56 
MRCI (0.01) 0.00340 0.00300 0.00261 
MRCI (0.00) 0.00232 0.00180 0.00162 

FCI 0.34402 0.28081 0.14890 

OThe values are reported as X-FCI so that a positive sign indi- 
cates that the MRCI transition moment is larger than the FCI 
value. 

TABLE X. Calibration of the One-Particle Basis Set at r = 
2.6 a. and a Test of the Coupling of One- and n-Particle 
Basis Sets for the C2 AIIIu-XIE$ Phillips Systema 

treatment AE. cm-' TM. au 
A.3p2dlflMRCI (0.05) 5494 0.32266 
B. A + uncontracted s and p MRCI (0.05) 5458 0.32481 
C. A + diffuse s and p MRCI (0.05) 5456 0.32636 
D. C MRCI (0.025) 5377 0.29818 
E. C MRCI (0.01) 5380 0.29646 
F. C MRCI (0.01) with 6 orbitals 5260 0.29696 
G. C MRCI (0.01) with or, ru, and 6, orbitals 5200 0.294 76 
H. [7s6p3d2flg] MRCI (0.025) 5211 0.29632 

a In all calculations the reference configurations are chosen on 
the basis of a two-state CASSCF calculation at  r = 2.6 an. 

correct experimental determination of the lifetime. 

6. The Philllps (A1n,-XIE:) System of C2 
C2 is observed in flames and a number of astronom- 

ical objectseM The absorption lines from the Au = u' 
- U'' = -2 transition of the Phillips system have been 
used to determine carbon abundances in stellar atmo- 
spheres.lw The Phillips system is important in cold and 
tenuous interstellar since the low-temperature 
conditions prevent absorption from the intense bands 
originating from the very low-lying a3n, state. 

The experimental lifetimes of the Phillips systemM 
have varied by almost a factor of 2. The best results 
appear to be those of Bauer et al.sta7 who monitored 

TABLE XI. Summary of the Radiative Lifetimes (us) of the ALII. State of C2 
theory experiment 

0' LBRK' ORWb van Dc CPBd B85' B8d ELLM# McDh 
0 13.0 14.1 11.1 10.7 13.4 f 2.5 18.5 f 3.0 
1 10.4 11.1 9.0 8.3 15.0 f 4.0 
2 8.8 9.3 7.6 6.9 14.4 f 2.0 
3 7.6 8.1 6.6 6.0 12.0 t 2.0 11.4 t 2.0 12.1 t 2.0 
4 6.8 7.2 5.9 5.3 10.7 i 2.0 11.0 t 1.1 10.1 t 1.2 
5 6.2 6.5 5.3 4.9 7.9 f 2.0 

10.2 f 1.3 6 5.7 6.0 4.9 4.5 7.0 f 1.5 
7 5.3 5.6 4.6 4.3 6.7 f 1.0 12.5 t 1.3 
8 5.0 5.3 4.3 4.0 6.8 t 1.0 

a Theoretical lifetimes of Langhoff, Bauschlicher, Rendell, and Komornicki, ref 93. *Theoretical lifetimes of ONeil, Rosmus, and Werner, 
ref 92. CTheoretical lifetimes of van Dishoeck, ref 90. dTheoretical lifetimes of Chabalowski, Buenker, and Peyerimhoff, ref 91. 
'Experimental lifetimes of Bauer et al., ref 86, based on time-resolved emissions following laser photolysis of C,H2 {Experimental lifetimes 
of Bauer et al., ref 87, baaed on laser-induced fluorescence studies. #Experimental lifetimes of Erman et al., ref 88, using the high frequency 
detection technique. Experimental lifetimes of McDonald, Baronavski, and Donnelly, ref 89, based on time-resolved emissions following 
laser photodissociation of CPHP 
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The computed lifetimes at  the MRCI level are com- 
pared with previous work in Table XI. The MRCI 
lifetimes are larger than the older theoretical calcula- 
tions of van DishoecksO and Chabalowski et aLgl and 
slightly smaller than the recent values reported by 
ONeil et al.g2 The calculations, as well as the experi- 
ments of Bauer et ale,@@' are inconsistent with the older 
experimental values of Erman et a1.,88 for the relative 
lifetimes of u' = 6 and 7. The theoretical lifetimes have 
the same variation with u ' as the experimental values 
of Bauer et al., but are 20% smaller. This difference 
is well outside the expected accuracy of the theoretical 
values, which indicates the possibility of some system- 
atic error in the experimental measurements. 

C. Gauge Dependence of the Transition Moment 
Current state-of-the-art calculations can determine 

radiative lifetimes to an accuracy of 5 %  or better for 
molecules such as OH and C2. The calibration calcu- 
lations required to achieve this accuracy are very 
time-consuming and cannot be carried out for most 
molecules. Therefore, it is of interest to find a diag- 
nostic of the quality of computed transition moments. 
Recently we considered% whether the difference be- 
tween the TMs computed from the length and velocity 
representations constituted a viable diagnostic of the 
convergence of the wave function. The TM in the 
length and velocity representations are defined as 

(ea1 5 r k l q b )  (11) 
k = l  

and 

Bauschlicher and Lan-ff 

respectively, where qa and E, are the wave function and 
energy of state a. We did not consider the acceleration 
representation 

n 

k=l 

where V is the potential energy, as this has been shown 
to be extremely slowly convergent. The TM computed 
in these three representations will agree for the exact 
wave function, i.e. a complete configuration-interaction 
(CI) wave function (FCI in an infinite (complete) one- 
particle basis) with all electrons correlated. Although 
previous work has showns6*% that the TM in the length 
representation converges much faster than in the ve- 
locity representation, it seemed worthwhile to recon- 
sider this problem by using modern day methodology 
and FCI calibration calculations. 

In our gauge study we considered four transitions in 
H2, the A'II-X'Z+ transition in BH, and the 
AIIIu-XIZ: Phillips system of CD We consider only the 
C2 results here, which are summarized in Table XII. In 
a small [3s2pld] basis set, the velocity and length rep- 
resentations differ by more than 25% at the SA- 
CASSCF level with the X'Z+ and A'II states included 
with equal weights in the averaging. Including 1s cor- 
relation leaves the length TM unchanged, but reduces 
the velocity result by over 15%. The results in the 
velocity representation are far more sensitive to the 
reference selection threshold than in the length repre- 
sentation. Expanding the basis set increases the length 

TABLE XII. Comparison of the Length and Velocity 
Transition Momento for the AIII,,-XIEZ C2 Transition 

a, TM,au 
cm-* length velocity 

Two-State Calculations 
[3~2pld] CAS-Ref 6003 0.2768 0.2018 
[3s2pld] CAS-Ref (le) 6031 0.2766 .0.1668 
[3s2pld] MRCI (0.05) 5820 0.3040 0.1077 
[3s2pld] MRCI (0.025) 6048 0.2833 0.2041 
[4s3p2d] MRCI (0.025) 5433 0.2966 0.0246 
[4s3p(2 + l)ad] MRCI (0.025) 5437 0.2940 0.0091 
[483p(2 + l)d] MRCI (0.025)b 5427 0.2870 0.0204 
[(5 + l)s(4 + l)p2d] MRCI (0.025) 5368 0.3007 0.0677 

Three-State Calculationse 
[3s2pld] CAS-Ref 5974 0.2777 0.1398 
[3~2pld] CAS-Ref ( le )  6006 0.2777 0.0996 
[3s2pld] MRCI (0.025) 5997 0.2798 0.1099 
[4s3p(2 + l)d] MRCI (0.025) 5366 0.2974 0.1281 
[(4 + l)s(3 + l)p(2 + l)d] MRCI (0.025) 5290 0.3013 0.2158 
[(4 + 1)8(3 t l)p(2 t l)d] MRCI (0.025) (Is) 5375 0.3019 0.2725 
[(4 + l)s(3 + l)p(2 + 1)dlfl MRCI (0.025) 5328 0.2999 0.1929 
[(4 + l)s(3 + l)p2d] MRCI (0.025) 5303 0.3005 0.1819 
[(4 + l)s(3 + l)p(2 + l)d] + (spId MRCI 5282 0.3016 0.2218 

[(5 + l)s(4 + l)p3d2flg] + (sp) MRCI (0.025) 5237 0.2924 0.2530 
[(5 t l)s(4 + l)p(3 + l)d2flg] + (sp) MRCI 5236 0.2912 0.2252 

(0.025) 
"Indicates two ANOs with the outermost primitive uncontracted. 

Three-state reference list. e MRCI (0.025) calculations use the 0.025 
reference list selected based on r values between 1.8 and 5.0 a, from ref 
93. dIndicates that an even-tempered s and p function have been 
added. 

(0.025) 

TM slightly, but dramatically reduces the TM in the 
velocity representation. 

By using the orbitals from the three-state optimiza- 
tion, involving the X'Z:, A'&,, and (2)lZ: states, leads 
to very different results. The difference between the 
length and velocity representations is even larger and 
the velocity representation is more sensitive to the 
reference selection threshold. Unlike the two-state 
calculations, improving the basis set increases the ve- 
locity TM. Even in the largest basis set the velocity and 
length TMs differ by 12%. The sensitivity of the ve- 
locity TM to level of theoretical treatment is due to the 
fact that the TM derives from a cancellation of many 
large contributions of opposite sign. In addition, the 
calculations show that the TM in the velocity repre- 
sentation is sensitive to core correlation while the length 
TM is not. The difference between the velocity and 
length TMs does not appear to be correlated with the 
accuracy of the length TM. Even with the highest levels 
of theory available today, the difference between the 
length and velocity TMs does not appear to be a viable 
diagnostic of the quality of molecular wave functions. 
Thus we feel that the best approach for determining the 
reliability of a TMF is to study its sensitivity to a 
systematic variation of the one- and n-particle treat- 
ments in the length representation. 

D. Identification of the Hermann Infrared 
System of N, 

The Hermann infrared system (HIR) consists of a 
group of multiheaded bands in the region 700-970 nm. 
This band system was observed in 1951 by Hermanns7 
in a low current discharge through pure Nz at low tem- 
perature. Later Carroll and SayersM were able to show 
that the bands must result from either a triplet or 
quintet transition. More recently Nadler et 
demonstrated that the HIR system was generated by 
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TABLE XIII. Comparimn of Theoretical Vibrational 
Levels (om-’) of the A”E; and C”‘II, States of N2 with 
Those Deduced from the HIR Bands 

level A‘%; C ’ W ,  
v theory Habands  theory HIRbands 
0 352.3 352.3’ 451.3 451.3’ 
1 1054.7 1067.3 1325.6 1337.3 
2 1725.6 1741.3 2167.0 2200.5 
3 2346.2 2376.8 2989.7 3036.9 
4 2916.4 2988.3 3787.8 
5 3417.9 4564.4 
6 (3813.0) 5354.6 

‘The energy of the v = 0 levels were set equal to theory; the 
actual values may be slightly larger. The remaining energies were 
obtained by taking the averages of the appropriate band origin 
differences for the observed bands. The experimental values are 
deduced from ref 101. 

the energy pooling reaction between metastable N2 
(A3Z:) molecules: Le. 
N2 (A,u = 0) + N2 (A,u = 0) N2 (HIR, u = 

3) + N2 (XP? (14) 
Although u’ was not known, this required that the en- 
ergy of HIR upper state be less than 12.02 eV above the 
ground state. Furthermore, the positions of the u’ = 
0-3 and u” = 0-4 were known as were the relative in- 
tensities. Based on this Nadler and Rosenwakslol 
suggested that the HIR system might originate from the 
unobserved (II)311u state to the G3 state. They ruled 

transition, since existing estimates of the well depth of 
the A’ state were inconsistent with the observation of 
four vibrational levels. 

Recently we studiedlo2 the Lewis-Rayleigh afterglow 
of N2 to elucidate the population mechanism for the 
B311 state. Since one of the two competing population 
meckanisms involved the Af6Z: state, an accurate po- 
tential was determined. The resulting A’?Z: potential 
had a well depth of at least 3450 cm-l and a barrier of 
about 500 cm-’, whereas previous theoretical esti- 
mateslo3 of the well depth were around 850 cm-’. The 
new potential supported six bound and one quasibound 
vibrational levels. Clearly, this deeper well removes the 
main objection to the C” - A’ transition as the carrier 
of the HIR bands. To investigate this we carried out 
comparable calculations for the C” state. 

The computed vibrational levels for the A’ and C” 
states are compared with those deduced from the ob- 
served HIR bands in Table XIII. The agreement is 
excellent, except that the theoretical spacings are 
slightly smaller, which suggests that the true well depths 
are, not unexpectedly, slightly larger. The most com- 
pelling evidence supporting the assignment of the C”sIIu - A’%+ transition to the HIR system is shown in Ta- 
ble XIS where the theoretical 0-0 transition has been 
shifted by 559 cm-’ to agree with experiment.lo1 The 
band positions are clearly very good. Even the relative 
intensities can be brought into agreement with exper- 
iment by assuming that the relative populations for u’ 
= 0-3 are 0.073, 0.295, 1,000, and 0.725, respectively. 
On the basis of these theoretical results, the HIR system 
was assigned to the C”sllu - A’%: transition. Huber 
and Vervloet” have confirmed this assignment spec- 
troscopically, by exciting the emission in a supersonic 
jet discharge to avoid overlapping bands from the strong 
first positive system of N2. 

out a possible identification with ?I t e C”sllu - Af52: 

TABLE XIV. Band Positions and Relative Intensities of 
the HIR System of N, 

band positions, nm relative intensitiea 
band theory experiment theory experiment 
M) 806’ 806 3.5 4.0 
0-1 854 855 L o b  1.0 
0-2 906 907 0.6 
0-3 960 963 0.3 
0-4 1016 1023 0.1 
1-0 753 752 6.0b 6.0 
1-1 795 795 0.2 
1-2 840 840 0.7 C0.5 
1-3 885 887 1.6 
1-4 932 938 1.4 
2-0 707 706 10.0* 10.0 
2-1 745 744 8.8 8.0 
2-2 783 783 6.6 5.0 
2-3 823 824 0.3 <0.5 
2-4 864 868 0.7 
3-0 668 667 1.5* 1.5 
3-1 701 700 10.4 9.0 
2-3 735 735 0.6 C0.5 
3-3 771 771 4.8 3.0 
3-4 806 809 2.5 

‘The 0-0 bands were shifted into coincidence; this required a 
shift of 567 cm-’ in the theoretical T.. bThese bands were nor- 
malized to experiment by adjusting the vibrational populations. 
This requires that the relative populations of u’ = 0-3 be 0.073, 
0.295, 1.00, and 0.725, respectively. 

E. AI, 

In previous discussion we have focused on the accu- 
rate calculation of selected transitions. However, to aid 
in the identification of experimental spectra, it is often 
necessary to consider all dipole-allowed transitions 
below a specified energy. In this subsection we consider 
A12, where many transitions result in a complex spec- 
trum that is difficult to interpret. 

A1 atom has a 2P(3s23p1) ground state. Three can- 
didates for the ground state of Ala had been proposed, 
the 32,(a2,) and 311u(a:at) states with two one-electron 
bonds and the ‘Zp’(u:) state with one two-electron bond. 
Previous calculationslos~los ruled out ‘2: state as the 
ground state, but the two triplet states were so close in 
energy that calculations could not resolve which was the 
ground state. Recently, however, very accurate calcu- 
lations107 calibrated against FCI were able to definitively 
demonstrate a 311u ground state. 

Recent experiments1mlw have confirmed that A12 has 
a 311u ground state and have identified several new band 
systems. To aid in the assignment of the spectra, 
CASSCF/MRCI calculationsl10 were carried out for the 
12 triplet and six singlet states that lie below about 
30 000 cm-’. As the singlet manifold contributes little 
to spectra, we do not consider it here. The potential 
curves for the triplet states are plotted in Figure 4 and 
the spectroscopic constants are summarized in Table 
XV. As discussed by Langhoff and Bauschlicherllo and 
by Fu et a1.,lo8 these computed potentials are able to 
explain most of the experimental observations. 

The calculations are in good agreement with the well 
characterized 32; - 3Zi emission system of Alz.”’ The 
T, value, the o, values, and the change in bond length 
between the two states agree well with experiment. The 
calculations show that the ( l)311g-X311u transition leads 
to the broad structureless feature in the region of 15 OOO 
cm-l that was observed in a krypton matrix by Douglas 
et a1.112 The avoided crossing between the (2)311, and 
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more intense transition within the spectral range of the 
(2)32--311u band system. This system has been as- 
signed to the (3)311 -X311u transition on the basis of the 
T, value for the (3\311, state and the fact that theory 
predicts this to be the most intense system below 30 OOO 
cm-'. Furthermore, Cai et al. and Fu et al. observed a 
state at  32 636 cm-', which was tentatively assigned as 
3Z,. Although the calculations suggest that the upper 
state is (3)32,, the theoretical results are not sufficiently 
accurate to make a definitive assignment. In any case 
it is clear that theory can contribute substantially to 
interpreting experimental spectra, as a combination of 
theory and experiment has led to an excellent under- 
standing of the low-lying states of Alp 
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Figure 4. CASSCF/MRCI potential energy curves for the triplet 
states of Alz. The symmetries are differentiated by the various 
types of chained lines (reprinted from ref 110; copyright 1990 
American Institute of Physics). 

TABLE XV. Summary of CASSCF/MRCI Spectroscopic 
Constants for A12 

state ro, A we, cm-l T,, cm-I 
W'2: 2.726 256 27 838 
W'A,, 2.695 287 22 782 
dlZi  2.738 276 7 182 
clAE 2.561 288 3 503 
b'n, 2.746 265 3 343 
a'Z: 2.955 212 2 547 
(3)32; 2.825 317 32 041 
(3)3n, 2.629 495 27 749 
(2132; 3.226 238 26 717 
~ 2 ;  2.451 441 25 102 
(2)8rI, 2.440 490 23 054 
( 2 1 3 ~ ~  2.498 432 22 126 
( 1 ~ 2 ;  2.586 282 17 120 w n ,  14 927 
(P2: 14 371 
(USA, 13651 
A3Zt 2.496 331 227 
X d "  2.835 274 0 

(1)311, states leads to an asymmetric potential for the 
(2)311, state, which explains the large variation in the 
AG values observed in the absorption experiments of 
Douglas et a1.'12 and Abe and Kolb.'13 Fu et a1.1°8 
suggest that the reason the (2)311,-X311u transition has 
not been observed in emission is because the avoided 
crossing results in a coupling between the two 311g states 
that leads to rapid predissociation. 

The calculations show that the 32, state first observed 
by Cai et a1." is the (2)32- state. Fu et a1.1°8 suggest 
that the avoided crossin! fkound in the theoretical po- 
tentials between the (2) Z; and (3)32- states explains 
the anomalous intensity patterns otserved in the 
(2)32,-311u band system. Fu et al.'08 observed a second 

F. Spectroscopy of ZrO 

Transition-metal containing compounds are often 
difficult to study spectroscopically. Theoretical calcu- 
lations can also be difficult as a result of the mixed 
bonding that occurs from the d"s2, dn+ls1, and dn+2 metal 
occupations. Errors in positioning these asymptotes can 
result in both an incorrect description of their mixing 
in a molecule and in incorrectly positioning molecular 
states derived from different asymptotes. The result 
is that very high levels of theory are required to study 
transition-metal systems.l14 The requirements for the 
calculation of dipole moments are described in ref 115, 
and the electronic spectroscopy of the transition-metal 
hydrides has been recently reviewed.lls In this sub- 
section we consider the spectroscopy of ZrO as a rep- 
resentative example of transition-metal-containing 
compounds. 

ZrO has been observed in S ~ t a r s , ~ " J ~ ~  but the lack 
of experimental data for the electronic transition 
probabilities has prevented ZrO from being included as 
an opacity source in models of stellar atmospheres. 
Recently the lifetimes of three transitions in ZrO have 
been determined spectroscopically."9J20 Other low-ly- 
ing states are k n ~ ~ n , ~ ~ ~ - ~ ~ ~  but their lifetimes have not 
been determined and the existence of other low-lying 
states is expected based on simple molecular orbital 
arguments. Theory can be used to study these states, 
and the three known lifetimes can serve as calibration. 

The XIZ+ ground state of ZrO is derived from the 
3F(4d25s2) ground state of Zr atom and involves the 
formation of two 4d-2p bonds with 0. The 5s electrons 
polarize away from the oxygen by mixing in 5pa char- 
acter. The excited singlet states are produced by ex- 
citing the 5s electrons into the 4d or 5p orbitals. ZrO 
has a low-lying (T, = 1487 c ~ - ' ) ~ A  excited state12' that 
is derived from the 5F(4d35s') excited state of Zr atom. 
This state is analogous to the X12+ state in that the 
bonding involves 4d-2p bonds and the 5s orbital is 
polarized away from oxygen. The excited triplet states 
are formed by exciting either the 5s or 4d6 electrons. 

We have studied'" the six lowest singlet and triplet 
states by using the CASSCF/MRCI approach; this ac- 
counts for all states below about 23 OOO cm-'. The active 
space included the Zr 4d and 5s and 0 2p orbitals and 
electrons. In addition, it was necessary to include an 
extra K orbital in the active space to properly describe 
the excited states that have the Zr 5p7r orbital occupied. 

The spectroscopic constants for these states are 
summarized in Table XVI. While some of the MRCI 
bond lengths are longer and some shorter than exper- 
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TABLE XVI. Spectroscopic Constant8 for the Low-Lying States of ZrO 
MRCI MRCI+Q expt? 

State 

B'll 
C'Z+ 
D'r 
E'@ 
a3A 
b311 
c3z- 
d3* 
e3n 
PA 

re, 00  

XIZt 3.253 
AIA 3.286 

3.319 
3.325 
3.318 
3.303 
3.283 
3.301 
3.316 
3.305 
3.314 
3.370 

w,, cm-l 
979.1 
940.9 
899.9 
903.6 
907.3 
908.4 
957.7 
905.1 
926.3 
893.1 
885.6 
847.3 

To, cm-l 
0 

5111 
15 168 
17 625 
17 922 
23 214 
953 

12 122 
14 427 
19 010 
21 488 
21 683 

re, 0 0  

3.277 
3.302 
3.353 
3.349 
3.343 
3.322 
3.305 
3.329 
3.348 
3.332 
3.341 
3.399 

we, cm-l 
941.5 
920.4 
857.5 
873.2 
876.4 
876.2 
926.8 
873.9 
879.3 
864.7 
857.4 
803.2 

To, cm-l 
0 

5 230 
15048 
17 278 
17 530 
22 415 
1268 

11 566 
13661 
18 195 
20 353 
21 869 

re, a0 we, cm-l To, cm-l 
3.234 969.8 0 
3.262 938.1 5 904' 
3.323 859.0 15 443 

17 Ossd 

3.266 936.5 1487. 
12 2491 

3.309 853.9 17 296 
3.318 845.4 19 207 
3.356 820.6 22 031 

"The spectroscopic constants are taken from Huber and Herzberp unless noted otherwise. bThe weighted average of fine structure 
levels. CHammer, Davis, and Zook, ref 122. dThe 0-0 band was observed at 5860 A by Simard et a1.l" This was converted to a To value by 
using the MRCI+Q we values. *Hammer and Davis, ref 121. fPhillips, Davis, and Galehouse, ref 123. 

TABLE XVII. Radiative Lifetimes for the Low-Lying 
States of ZrO 

lifetime (u' = 0) 
state theorv expt dominant transition 
ball 1.07 ps ball-a3A 
da@ 45.9 ns da?+a3A 
e311 24.4 ns 32.5 * 2 nsa e311-a3A 
P A  28.3 ns PA-a3A 
B'll 56.4 ns 83 nsb B'll-X'E+ 
C'Z+ 136 ns 126 A 9 nsb C'Z+-X'z+ 
E'@ 30.8 ns E'+A'A 

OThe experimental value for u' = 0, J' = 77 from Hammer and 
Davis, ref 119. The theoretical value for J' = 77 is 25.1 ns. bThe 
experimental values for u ' =  0, from Simard et al., ref 120. 

iment, the MRCI+Q values are uniformly 0.03~~ too 
long, probably as a reault of neglecting inner-shell (484~) 
correlation. On average, the +Q correction improves 
the u, and T, values. However, the accuracy is lower 
than that obtained for first-row systems. For example, 
the errors in the T, values of OH and Cz are 200 and 
40 cm-', respectively, whereas for ZrO the largest error 
is about 900 cm-'. As the transition moment changes 
by only a small amount between the CASSCF and 
MRCI levels, the large transition momenta are expected 
to be accurate to about 10%. While the uncertainties 
are much greater than the 2% accuracy obtainable for 
many first-row systems, the theoretical values are still 
sufficiently accurate to complement experiment. 

The radiative lifetimes for the low-lying states of ZrO 
are summarized in Table XVII. The lifetime of the 
CIZ+ state is in excellent agreement with experiment," 
while the calculated lifetimes of the B'II and e311 states 
are about 25-35% less than e ~ p e r i m e n t . l ' ~ J ~ ~  The 
calculated B'II state lifetimes increase slowly with v' 
as observed in experiment.I2O Since the computed 
lifetimes are expected to be accurate to about 20%, the 
experimental values are not far outside the expected 
accuracy of the theoretical study. The calculations 
predict that the E1+AIA transition should occur in the 
same spectral region as the d3@-a3A(y) transition, which 
might explain why the calculated transition moment for 
the y system is much weaker than that deduced from 
experiment.ll6 Further experimental studies of ZrO, 
particularly in absorption, would be very worthwhile. 

The ZrO study shows that in spite of the great ad- 
vances in ab initio methods in the last few years, cal- 
culations on transition-metal-containing systems are 
still very challenging. However, even with 1000 cm-' 

accuracy for the T, values and 20% uncertainty in the 
lifetimes, theory can still aid experimental interpreta- 
tion, considering that the spectra of transition-metal- 
containing compounds are often extremely complex due 
to the large number of overlapping lines and large 
spin-orbit and hyperfine effects. 

G. The Complete Active Space State 
Interaction Approach to Spectroscopy 

Up to this point our final wave functions have been 
generated by using the MRCI approach. For the 
AzZ+-X211 transition in OH, the agreement between the 
CASSCF and MRCI TMs dramatically improved as the 
size of the CASSCF active space increased. Therefore, 
if a sufficiently large active space is used, it may not 
be necessary to include more extensive correlation using 
the MRCI approach. This contention is supported by 
the study of the lifetimes of the A'II and C ' P  states 
of AlH, where the CASSCF lifetimes12s are in excellent 
agreement with the CASSCF/MRCI values12s and ex- 
periment.lZ7 As expected, in the CASSCF-only study 
the active space had to be larger than that in the 
CASSCF/MRCI treatment. One advantage of the 
CASSCF-only approach is that different orbitals can 
be used for each state. In those cases where the orbitals 
are very different for each state a much smaller active 
space can be used in an individual state optimization 
than in a state-averaged calculation. This could be 
quite important in the study of the excited states of 
aromatic systems, which generally have states of dif- 
ferent character, such as covalent, ionic, mixed valence 
and Rydberg, and those with strong configurational 
mixing.128 Clearly, when a common molecular orbital 
basis is used, a very large active space is required to 
describe these states of different character equivalently. 
Large active spaces generally lead to MRCI expansions 
of prohibitive length. While it is well known that sep- 
arate CASSCF calculations for each state can yield a 
much more compact description of the wave functions, 
the calculation of the transition moment for wave 
functions with different orbitals, i.e., a nonorthogonal 
transition moment, was very time consuming. However, 
MalmqvisP showed that for some classes of wave 
functions this time-consuming bottleneck can be totally 
eliminated. 

If more than one state of the same symmetry is 
studied, the states are not necessarily orthogonal and 
noninteracting. By computing both the one- and two- 
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electron transition density matrices, the overlap and 
interaction matrix for all states of the same symmetry 
can be computed. A set of orthogonal noninteracting 
states can be produced by solving a small secular 
problem. This procedure, termed the complete active 
space state interaction (CASSI) method," has been 
shown to be quite efficient; matrix elements between 
CASSCF wave functions of a few hundred thousand 
configurations can easily be computed. Eliminating the 
contamination by the lower states can have a pro- 
nounced effect on the transition moment. For example, 
in pyrimidine the TM was reduced by about 60% when 
the contamination was r e m 0 ~ e d . l ~ ~  

The CASSI approach was applied in a recent study 
of the spectroscopy of the nucleic acid base mono- 
mers.lm For cytosine Fulscher et al. performed four 
SA-CASSCF calculations. The 17 CASSCF wave 
functions from these SA-CASSCF calculations were 
used as the basis in the CASSI calculation. The results 
were shown to be in good agreement with experiment 
for the transition moment and polarization angle. The 
excitation energies were in only qualitative agreement 
with experiment. Much of this error was due to the 
neglect of u--a correlation. It was neglected since the 
size of the CASSCF expansion grows very rapidly with 
the number of electrons and orbitals. The restricted 
active space SCF (RASSCF) approach16 in which the 
active space is divided into three parts (in part 1 the 
orbitals are allowed to have only n holes, part 2 is 
analogous to the CASSCF active space, and part 3 is 
allowed to have m electrons) should allow even more 
accurate treatments. 

The CASSI method has a lot of promise for systems 
with many electrons and states with very different or- 
bital character. In these cases it is likely that the MRCI 
approach will become intractable. We expect to see 
many important applications of this method to the 
excited states of large organic molecules. It is also in- 
teresting to note that it might be possible to study 
transition-metal systems by performing separate cal- 
culations for the states arising from the d"s2, dn+W, and 
dn+2 occupations, and then compute the interaction 
between them using the CASSI method. 

H. Spln-Forbidden Transttions In O2 

Up to this point we have discussed only spin-allowed 
dipole transitions, but spin-orbit coupling induces 
spin-forbidden transitions by mixing states of different 
spin. This mixing can substantially affect the spec- 
troscopy of molecules containing heavier elements. 
Except for very heavy systems, L and S remain good 
quantum numbers, so that the mixing of these wave 
functions can be described in LS coupling through the 
inclusion of the spin-orbit operator. An example is the 
alkaline-earth atoms where the lifetime of the 3P state 
is determined by borrowing intensity from the strong 
'P-% transition.lM The 3P-1S transition is generally 
referred to as a spin-forbidden dipoledowed transition. 
In cases where there are no dipole-allowed transitions, 
the lifetime wil l  often be determined by magnetic-dipole 
and electric-quadrupole transitions. Such is the case 
of the blZi and alAg states of 02, which we now con- 
sider in some detail. 

A theoretical study of the lifetimes of the b'Zi and 
al$ states of O2 has been carried out by Klotz et al.131 

Bauschlicher and Langhoff 

TABLE XVIII. Contributions to the Lifetimes of the alAs 
and blE: States of 02" 

transition lifetime, s dominant term 
blZi State 

blEi - X3X; (m, = 0) 

blZ+ - X3Z; (m, = f l )  11.65 magnetic dipole 
b'Zf - a'$ 720 electric quadrupole 

a i 4  - X3Z; (m, = 0) 5 X 1 electric quadrupole 
a 4 - X3Z; (m, = hl) 5270 magnetic dipole 

6.5 X l@ difference in X and b state 
quadrupole momenta 

"These results are taken from ref 131. 

They first determined wave functions, 4m, for the a'$, 
b'Z;, X32-, two Illg, and two 311 states using the 
standard MRCI approach. The effect of spin-orbit 
coupling is included by using perturbation theory, such 
that the perturbed wave function, am, is written in 
terms of the unperturbed wave functions &,, as 

with the coefficients ak evaluated as 

(17) 

While Klotz et determined two lllg and 311g states, 
they only included the upper valence state in the cal- 
culation of the perturbed wave functions. The lower 
states are Rydberg in character and therefore were not 
expected to interact strongly with the valence states. 

By using these perturbed wave functions, the life- 
times of the a and b states can be expressed as a linear 
combination of five spin-allowed transitions which are 
summarized in Table XVIII. It is clear that the dom- 
inant mechanism for both states is magnetic dipole. 
The computed value of 11.65 s for the b state lifetime 
is in excellent agreement with the experimental value 
of 12 s.132 In addition, the absolute b - a transition 
probability has been determined to be 2.5 X s-l with 
an uncertainty of a factor of 2.133 The computed val- 
ue131 of 1.4 X s-l therefore agrees with experiment 
to within its stated error bars. 

The" computed lifetime13' for the alAg state of 5270 
s is within the range of experimental values (3890-6660 
s).34J32 The reliability of the theoretical treatment 
depends on the convergence of the perturbation series, 
and in this work only one I l l  and one 311g state were 
included in the calculation of tke perturbed states. This 
approximation can be circumvented by employing the 
technique of Yarkony and c ~ - w o r k e r s , ~ ~ ~ - ~ ~  which ac- 
counts for the mixing of all states of a given symmetry 
without first determining all LS states. This approach 
is expected to allow even more accurate treatments of 
spin-forbidden transitions. 

While there have not been many studies of spin- 
forbidden processes, this should become more com- 
monplace in the next few years. This will allow the 
treatment of heavier systems. However, to treat very 
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heavy systems it will be necessary to use methods that 
do not include spin-orbit effects by perturbation theory, 
but instead include these terms explicitly in the Ham- 
iltonian. This has been implemented within the con- 
ventional CI approa~h, '~ 'J~ which necessarily restricts 
the number of configurations that can be considered. 
Recently this has been implemented'99 within the direct 
CI approach which will allow much larger CI expansions 
including spin-orbit effects. 

V I .  Concludons 
In this review we have given a few examples of the 

kinds of spectroscopic problems that can be solved with 
current theoretical methods. The accuracy of approx- 
imate methods for including electron correlation have 
been calibrated by comparison with FCI calculations. 
The SA-CASSCF/MRCI method is shown to provide 
an excellent approach for treating several electronic 
states accurately in a common molecular orbital basis. 
At  the CASSCF/MRCI level it is possible to compute 
a very accurate transition moment function if care is 
taken to ensure that the TMF is converged with respect 
to expansion of the one-particle basis set. For fint-row 
systems such as OH, radiative lifetimes of electronic 
states can be computed to an accuracy of better than 
5 % ,  which allows for a critical assessment of the 
available experimental data. Theoretical calculations 
have also been very useful is determining the ground 
state of molecules and in assigning band systems, such 
as the HIR band system of N2. In several cases, theo- 
retical solutions to spectroscopic problems were later 
confirmed by experiment. 

In this review we have been able to illustrate the 
potential of theory for solving spectroscopic problems. 
Further advances in the solution of the polyatomic 
vibrational problem as well as the development of ef- 
ficient analytic deviative methods for higher levels of 
correlation treatment should greatly increase the ca- 
pability of theory in the next few years. Methods for 
treating spin-forbidden and nonradiative processes are 
also becoming more efficient and accurate. Therefore 
we expect that in the future theory will be able to 
contribute increasingly to the solution of spectroscopic 
problems. 
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